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• Key observation: severe resource misuse in cloud offerings

• Fact 1: Resource waste
• Underutilization
• Fragmentation
• Interference

• Fact 2: Resource shortage
• Unavailability

4



system resources

actual application resource demandsrequested application resource demands

resource waste

5



single OS system 
(*)

application resource 
demands

(*) typical cloud server

resource waste

6



single OS system 
(*)

application resource 
demands

(*) typical cloud server 7



single OS system 
(*)

application resource 
demands

(*) typical cloud server 8



single OS system 
(*)

application resource 
demands

(*) typical cloud server

resource waste

9



single OS system 
(*)

application resource 
demands

(*) typical cloud server

Collocated VMs with intensive and
similar resource footprints may
cause contention and performance
degradation and instability.

10



application resource 
demands

(*) typical cloud server

Judicious collocation of VMs
can mitigate the effect

single OS system 
(*)

Collocated VMs with intensive and
similar resource footprints may
cause contention and performance
degradation and instability.

11



single OS system 
(*)

application resource 
demands

(*) typical cloud server 12



• Effective utilization of cloud resources
• Resource efficiency & Performance stability

• Deployment of resource demanding applications in the cloud 
• Scalability & elasticity in resource provisioning

• Special focus on database applications
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• Significant cost and performance improvements for Cloud Service Providers

• Higher performance, stability, and lower pricing for cloud applications

• Enhanced flexibility and scalability for database applications
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1. Resource underutilization
• ACTiCLOUD: effective prioritization and consolidation

2. Resource fragmentation
• ACTiCLOUD : effective remapping, migration, and co-scheduling actions

3. Resource contention
• ACTiCLOUD : accurate modeling and effective actions

4. Resource unavailability
• ACTiCLOUD : Leverage platforms that break typical server architecture
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• Plays a key role in realizing the project’s objectives and goals

• Resource management

• Prioritization

• Consolidation

• Resource utilization

• Interference mitigation
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1. To be scalable in large-scale cloud installations
• Hierarchical design
• Within the node & across nodes

2. To operate in the typical closed-loop control fashion
• Monitoring and information aggregation
• Modeling
• Decision making

3. To minimize modifications to an existing cloud management system
• Operate as “out-of-the-box” add-on component
• We focus on OpenStack
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4. Cloud site administration may distinguish VMs [ASPLOS’14, ISCA’15]
• High-priority, latency-critical VMs (gold instances)
• Low-priority, batch VMs (silver instances)

5. On-line characterization of the VMs [MICRO’11, ASPLOS’13, ATC’13]
• Potential to suffer from or create interference (noisy/sensitive)

6. Logical split of infrastructure [ASPLOS’12, ATC’13]
• Laboratory node(s): to characterize VMs when no interference occurs
• Production nodes

7. Applications may expose the desired metric of interest [ASPLOS’14]
• To maintain Quality of Service (QoS)
• But this is an optional feature
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Information Aggregator

ModelerDecision Maker

actions

monitoring 
data

predictions

resource
footprints

status

Aggregator
• Collecting information from monitoring facilities
Modeler
• Characterizing the VMs’ execution
• Detecting anomalies (interference, imbalance, overload, underload, etc.)
• Predicting the impact of actions

Decision Maker
• Optimized resource allocation
• Initiates actions

• Placement, prioritization, consolidation, migration, interference 
mitigation, VM resizing



23



• Events
• Change in total execution workload
• Node over/under-utilization
• Performance interference

• Actions
• VM re-mapping (CPUs, memory)
• Capping
• Report interference
• Report under/over-utilization

• Models
• Characterization model
• Interference model
• Re-mapping cost model
• Node over/under-utilization model
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• Events
• Creation of a new VM
• Placement of a VM
• Site under/over-utilization & imbalance
• Notification from an Internal instance about interference
• Notification from remote sites
• Application under/over-performance

• Actions
• Migration
• VM control (start/stop) & scaling
• Notification to remote sites

• Models
• Placement model
• Under/over-utilization & imbalance models
• Migration cost model 26



VM placement model
Interference model
Re-mapping cost model
Node under/over-utilization
Site under/over-utilization
Site imbalance model
Migration cost model
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• ACTiManager plays a key role in realizing the project’s objectives and goals

• Current implementation puts together all functional blocks

• On-going work focuses on the modeling and prediction parts

• Stay tuned
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More info

• Web: acticloud.eu

• News: twitter.com/acticloud

• Code: github.com/acticloud
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